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Populate-A-Scene: Affordance-Aware Human Video Generation

Supplementary Material

1. Video Results001

We present the video version of all the data and results we002

show in the paper, along with additional results, to demon-003

strate the generalizability of our model. Please refer to004

the video folder for the results. You can also click on005

video results.html link to open it with your favorite006

browser (loading faster in Chrome than Safari!) to see ev-007

erything all at once. Specifically, we present results of the008

following kinds:009

• Single-person insertion results.010

• Two-person insertion results.011

• Multi-prompt interaction results.012

• Comparison with image-to-video baselines.013

We hope those real video results can showcase the qual-014

ity of our generative model. Note that we tried to not do015

aggressive cherry picking on those results. All of the shown016

videos are generated in one pass without tweaking the ran-017

dom seed, and picked out of around one hundred validation018

samples to cover a diverse range of interesting behavior.019

2. Data Processing Details020

2.1. Data Filtering021

We get the raw human-related dataset following the prac-022

tice of video personalization in [5]. Specifically, we first023

get human videos by selecting videos with human-related024

concepts in their captions. We extract frames at one-second025

intervals and apply a face detector to keep videos that con-026

tain a single face and where the ArcFace cosine similar-027

ity score [2] between consecutive frames exceeds 0.5. This028

processing provides us with around one million text-video029

pairs where a single person appears, with duration from 4s030

to 16s. We additionally apply OpenPose [1] to only keep031

those with at least knee joints in the frame to avoid extreme032

close-ups. At the top of Fig. 1 we show some cases that we033

discard during the filtering process.034

Note that interestingly, as we apply all the detection on035

middle frame, some earlier and later frames might not sat-036

isfy our requirements of full bodies. We choose to not037

specifically tackle these edge cases as they tend to have rich038

interactive contents with large-scale motions.039

2.2. Human Removal040

To process the data, we take the first and last frames of a041

video for human removal to get the scene image.042

Human segmentation. We apply GroundingDINO [4] with043

the keyword human to get bounding boxes for each human044

in the image. We apply SAM 2.1 with the bounding box as 045

guidance to segment out the binary human mask. 046

Inpainting. We apply the SDXL diffusion inpainting 047

model. To avoid fuzzy segmentation boundary, we use 048

OpenCV to dilate each binary mask by 50 pixels so that 049

it’s guaranteed to cover the whole human area. The positive 050

prompt we use is “natural, photorealistic, empty, environ- 051

ment, blank, background, bg”, and the negative prompt is 052

“person, human, text”. For two people videos, we separate 053

the two person masks, and does inpainting with each mask 054

separately. At the bottom of Fig. 1 we show a few additional 055

data samples, including mask and detected poses. 056

2.3. Prompt Post-processing. 057

We split the prompt by sentences. For each sentence, we 058

ask the LLaMA model [3] whether it describes the person 059

or the background. If it’s defined as a background prompt, 060

we remove it from the caption. We additionally remove all 061

sentences with the concept of camera in it, as we are not 062

explicitly modeling any human-camera interaction. 063

3. Implementation Details 064

3.1. Base Model 065

We explain some training details of our base model be- 066

low. Refer to [5] for more illustration. Note that while the 067

training scheme and datasets are the same, we use a much 068

smaller counterpart than the publicly announced Movie Gen 069

model due to resource limitation. 070

We perform generation in a learned latent space rep- 071

resentation of the video. This latent code is of shape 072

T⇥C⇥H⇥W . To prepare inputs for the Transformer back- 073

bone, the video latent code is ’patchified’ using a 3D convo- 074

lutional layer and then flattened to yield a 1D sequence. The 075

3D convolutional layer uses a kernel size of kt ⇥ kh ⇥ kw 076

with a stride equal to the kernel size and projects it into 077

the same dimensions as needed by the Transformer back- 078

bone. Thus, the total number of tokens input to the Trans- 079

former backbone is THW/ (ktkhkw). We use kt = 1 and 080

kh = kw = 2, i.e., we produce 2⇥ 2 spatial patches. 081

We use a factorized learnable positional embedding to 082

enable arbitrary size, aspect ratio, and video length. Ab- 083

solute embeddings of D dimensions can be denoted as a 084

mapping �(i) : [0, maxLen ] ! RD where i denotes the ab- 085

solute index of the patch. We convert the ’patchified’ tokens 086

into separate embeddings �h,�w and �t of spatial h,w, and 087

temporal t coordinates. We define Hmax,Wmax, and Tmax 088

as the maximum sequence length for each dimension, which 089

corresponds to the maximum spatial size and video length 090
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Figure 1. Additional illustration of our data processing pipeline. We include discarded data samples on top, and intermediate outputs of
detection and filtering on bottom.

of the patchified inputs. We calculate the final positional091

embeddings by adding all the factorized positional embed-092

dings together, and finally adding them to the input for all093

the Transformer layers.094

3.2. Conditioning Branch095

We build our cross attention conditioning branch by con-096

catenating the text and image features. Specifically, we ap-097

ply 2 layers of text enhancer self attention, 2 layers of im-098

age enhancer deformable attention, then 6 layers of cross-099

attention with image as key/value and 6 layers of cross-100

attention with text as key/value. We combine the enhanced101

image feature with the pre-trained text feature for cross-102

attention with Transformer layer outputs.103

4. Evaluation Details104

4.1. Baseline Details105

T2I Inpainting. We deploy a pre-trained text-to-image in-106

painting model on the given scene frame. We use the ground107

truth human bounding boxes from GroundingDINO’s pre-108

diction as a guidance mask for inpainting. Because the109

baseline’s text encoder is not designed for long prompts, we110

only take the first two sentences in our caption as the posi-111

tive inpainting prompt. In practice, they are able to describe112

the human action and appearance adequately. Note that this113

is not an exactly fair comparison, as we give the model a114

ground truth bounding box. We are able to show that, how-115

ever, our model is able to generate more natural interaction116

even without a pre-defined position signal.117

InstructPix2Pix and AnyV2V. Both of them are based on118

InstructPix2Pix, except that the second one is an extension119

into video after editing the first frame. We use LLaMa [3]120

to rewrite our prompts so that it falls into the instruction121

distribution. Instead of describing “the video shows a man”,122

we rewrite the prompt as “adding a man”. Similarly, due 123

to the limit number of tokens the text encoder can take in, 124

we only rewrite the first two sentences. We use the same 125

prompt for both stages of AnyV2V. 126

Note that our baselines are mostly trained with squared 127

images. Even though our model is exclusively trained with 128

landscape videos, our Transformer architecture essentially 129

enables generation of arbitrary aspect ratio. To accommo- 130

date the baselines, we use squared images for comparison in 131

the main paper. We additionally provide some non-squared 132

comparisons with the two image-based models in the next 133

section. 134

4.2. Evaluation Metrics 135

FVD. FVD calculates the feature distance between two sets
of videos. (the I3D features). We take the evaluation code
and checkpoints from [6]. Specifically, the metric is com-
puted by

FVD = kµX � µY k2 +Tr
⇣
⌃X + ⌃Y � 2 (⌃X⌃Y )

1/2
⌘

where µX , µY are the mean vectors and ⌃X , ⌃Y are the 136

covariance vectors. 137

CLIP. We compute the CLIP similarity between generated 138

visual contents and the text prompts. For videos, the dis- 139

tance is computed every one second, and averaged across 140

the whole video. 141

Action Score. We design this metric to eliminate the influ- 142

ence of human appearance and solely evaluate whether the 143

inserted human is doing the correct action. We ask LLaVA- 144

Next [7] what the human is doing in a video, and provide 145

samples of our action prompts as examples. We then com- 146

pare the CLIP similarity between our prompt and the output. 147

For the static images, we repeat the single static frame to 148

make a video sequence. We notice that, as LLaVA is only 149
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Figure 2. Additional comparison with baselines on non-square
image inputs.

taking a few key frames to answer the question, repeating150

the static frames is a reasonable way to decide human ac-151

tions in an image.152

4.3. Human Evaluation Details153

We run a user study to recruit thirty-seven people evaluat-154

ing the results of our model. We randomly shuffle the re-155

sults of ours versus the three baselines and the three types156

of ablations. Among the users, fourteen fill out the small157

questionnaire with 10 groups of randomly selected results,158

and twenty-three of them fill out the complete questionnaire159

with 80 groups. People are asked to select their preference160

of the results based on four dimensions as described in the161

main paper.162

5. Additional Image Baseline Comparison163

In Fig 2, we show additional frame-wise comparisons with164

the image-editing baselines to demonstrate our model’s su-165

perior ability. Note from the results how our model is able166

to keep the scene consistent instead of generating something167

semantically similar, and also able to insert a human with-168

out a mask.169

6. Ablation Visualizations170

As shown in Fig. 3, our dual stream conditioning approach171

with both latent concatenation and feature enhanced cross-172

attention proves to be the best way of conditioning a T2V173

model on the scene image. Without latent concatenation,174

the model generates something semantically similar but not175

pixel-wise the same. Without fused cross-attention mod-176

ules, the model is prone to generating distorted, unreason-177

able motions.178

Input Scene w/o X-Concat w/o Cross-Attention Ours full

Figure 3. Comparison with alternative designs of our model.

Figure 4. Limitation and failure cases of our model.

7. Limitations 179

We discuss a few key limitations and failure cases we no- 180

ticed in our current method. Note that most of them are due 181

to the base text-to-video model’s limited capability, espe- 182

cially as we are basing our work on a smaller, lower resolu- 183

tion version. Overall, our method’s quality greatly depends 184

on the base model, and could be further improved with bet- 185

ter model and more computing resources. 186

Videos with limited motions. Our model suffers from the 187

common issue of generating videos with limited amount of 188

motions (i.e. static videos). Specifically, we observe that 189

some of our generated results have natural camera move- 190

ments and environmental changes, while having the cen- 191
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tral character almost static. This is due to the data dis-192

tribution which we use to train and fine-tune the model,193

and can likely be eliminated by providing higher quality194

fine-tuning dataset, or include motion guidance as an ex-195

plicit condition to the model. Notably, we notice that our196

model is able to exhibit fair amount of motion with “action”197

prompts, like “running”, “walking”, “riking bike” whose198

underlying semantic requires great movements. And results199

are more static with “status” prompts like “sitting”, “lying”,200

which merely describes an existing state. Regardless of the201

amount of motion, our model is always able to insert the202

person into the correct place with reasonable interaction.203

Human body distortion. Similar to other text-to-video204

models, our model is not perfect in generating human move-205

ments, especially in examples with extreme human motion206

like doing sports. Specifically, we observe artifacts in limbs207

and hands when the model expects to generate fine-grained,208

large-scaled movements. We consider this a common issue209

of current text-to-video model, and could be improved by210

using better base model.211

Background texture distortion. We notice that our model212

fails to keep scene consistent if there is complex geometry213

or texture in the input image. For example, architectures214

with repetitive structures, or periodic textures with fine de-215

tails. This is also an on-going issue of state-of-the-art text-216

to-video models awaiting solution.217

Inpainting artifacts and object disappearing. Our hu-218

man removal inpainting algorithms fail on a few edge cases,219

where it removes the human but replaces it with an ad-220

ditional object. Training on these data teaches the model221

to sometimes “remove” existing objects in a scene and re-222

placing it by a person, even if it shouldn’t disappear in first223

place. We believe this is a relatively minor data quality issue224

and could be mitigated by using better inpainting off-the-225

shelf method, or add an additional round of data filtering.226

Extreme human facing angles. We model is not able to227

generate back-facing human. This is due to how we fil-228

ter the data: we detect faces and only keep those with the229

same face across the whole video, which in nature elimi-230

nates back facing videos. In cases where the inserted human231

is expected to face an extreme angle such that most of the232

faces are unseen from the camera, our model tends to insert233

person in a wrong direction.234

8. Reproducibility and Benchmark Release235

While we are not able to release codebase or dataset due236

to copyright restrictions, we believe that with detailed de-237

scriptions of the base models in [5] and the extensive expla-238

nation of implementation details in this paper could provide239

the audience with a clear idea of our model’s architecture240

and training. Moreover, as stated earlier, our goal is not241

to train the best model, but to explore how pretrained T2V242

models can perceive affordance from visual signals. We be-243

lieve that our conditioning mechanism and cross-attention 244

analysis can be applied to any such open-sourced models 245

as well. We demonstrate results as a proof-of-concept, and 246

hopefully would inspire more explorations in this field. We 247

will release upon acceptance the benchmark dataset that we 248

collected for evaluation to allow fair comparison for follow- 249

up works. 250

4



ICCV
#12877

ICCV
#12877

ICCV 2025 Submission #12877. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

References251

[1] Z. Cao, G. Hidalgo Martinez, T. Simon, S. Wei, and Y. A.252

Sheikh. Openpose: Realtime multi-person 2d pose estima-253

tion using part affinity fields. IEEE Transactions on Pattern254

Analysis and Machine Intelligence, 2019. 1255

[2] Jiankang Deng, Jia Guo, Niannan Xue, and Stefanos256

Zafeiriou. Arcface: Additive angular margin loss for deep face257

recognition. In Proceedings of the IEEE/CVF Conference on258

Computer Vision and Pattern Recognition (CVPR), 2019. 1259

[3] Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Ab-260

hishek Kadian, Ahmad Al-Dahle, Aiesha Letman, Akhil261

Mathur, Alan Schelten, Amy Yang, Angela Fan, Anirudh262

Goyal, Anthony Hartshorn, Aobo Yang, Archi Mitra, Archie263

Sravankumar, Artem Korenev, Arthur Hinsvark, Arun Rao,264

Aston Zhang, Aurelien Rodriguez, Austen Gregerson, Ava265

Spataru, Baptiste Roziere, Bethany Biron, Binh Tang, Bobbie266

Chern, Charlotte Caucheteux, Chaya Nayak, Chloe Bi, Chris267

Marra, Chris McConnell, Christian Keller, Christophe Touret,268

Chunyang Wu, Corinne Wong, Cristian Canton Ferrer, Cyrus269

Nikolaidis, Damien Allonsius, Daniel Song, Danielle Pintz,270

Danny Livshits, David Esiobu, Dhruv Choudhary, Dhruv Ma-271

hajan, Diego Garcia-Olano, Diego Perino, Dieuwke Hupkes,272

Egor Lakomkin, Ehab AlBadawy, Elina Lobanova, Emily273

Dinan, Eric Michael Smith, Filip Radenovic, Frank Zhang,274

Gabriel Synnaeve, Gabrielle Lee, Georgia Lewis Anderson,275

Graeme Nail, Gregoire Mialon, Guan Pang, Guillem Cucurell,276

Hailey Nguyen, Hannah Korevaar, Hu Xu, Hugo Touvron,277

Iliyan Zarov, Imanol Arrieta Ibarra, Isabel Kloumann, Is-278

han Misra, Ivan Evtimov, Jade Copet, Jaewon Lee, Jan Gef-279

fert, Jana Vranes, Jason Park, Jay Mahadeokar, Jeet Shah,280

Jelmer van der Linde, Jennifer Billock, Jenny Hong, Jenya281

Lee, Jeremy Fu, Jianfeng Chi, Jianyu Huang, Jiawen Liu,282

Jie Wang, Jiecao Yu, Joanna Bitton, Joe Spisak, Jongsoo283

Park, Joseph Rocca, Joshua Johnstun, Joshua Saxe, Junteng284

Jia, Kalyan Vasuden Alwala, Kartikeya Upasani, Kate Plaw-285

iak, Ke Li, Kenneth Heafield, Kevin Stone, Khalid El-Arini,286

Krithika Iyer, Kshitiz Malik, Kuenley Chiu, Kunal Bhalla,287

Lauren Rantala-Yeary, Laurens van der Maaten, Lawrence288

Chen, Liang Tan, Liz Jenkins, Louis Martin, Lovish Madaan,289

Lubo Malo, Lukas Blecher, Lukas Landzaat, Luke de Oliveira,290

Madeline Muzzi, Mahesh Pasupuleti, Mannat Singh, Manohar291

Paluri, Marcin Kardas, Mathew Oldham, Mathieu Rita, Maya292

Pavlova, Melanie Kambadur, Mike Lewis, Min Si, Mitesh Ku-293

mar Singh, Mona Hassan, Naman Goyal, Narjes Torabi, Niko-294

lay Bashlykov, Nikolay Bogoychev, Niladri Chatterji, Olivier295
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