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Abstract. This work aims to generate natural and diverse group mo-
tions of multiple humans from textual descriptions. While single-person
text-to-motion generation is extensively studied, it remains challenging
to synthesize motions for more than one or two subjects from in-the-wild
prompts, mainly due to the lack of available datasets. In this work, we
curate human pose and motion datasets by estimating pose information
from large-scale image and video datasets. Our models use a transformer-
based diffusion framework that accommodates multiple datasets with
any number of subjects or frames. Experiments explore both genera-
tion of multi-person static poses and generation of multi-person motion
sequences. To our knowledge, our method is the first to generate multi-
subject motion sequences with high diversity and fidelity from a large
variety of textual prompts.

Keywords: Human Motion Generation · Human Pose Dataset · Text-
to-Motion Generation · Multi-Person Motion Generation

1 Introduction

This work presents a framework for tackling the challenge of generating multi-
person motions from a natural language text prompt. Human motion modeling is
a widely studied topic with applications spanning areas such as robotics, games,
and VR/AR. Conventional approaches for creating computational models of hu-
man motion require artists to animate 3D assets [36] or an elaborate motion cap-
ture process [48]. Recently, human motion synthesis with generative models has
seen significant progress. Text-driven motion generation [13,23,39,53,65,68,69],
greatly increases the efficiency, flexibility and accessibility of motion animation.
Nonetheless, prior works are limited to single-person or two-person motions, and
often are not compatible with prompts that extend beyond a restricted distribu-
tion. These limitations are primarily due to available motion data. Prior works
are confined to training models with single-person [13] or two-person [39] motion
datasets with moderately diverse prompt distributions.
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Fig. 1: We jointly train with multiple data sources including motion capture data
and pose/motion extracted from image/video datasets. The model generates motion
sequences from text for an arbitrary number of subjects.

We address the challenge of multi-person motion modeling by introducing
novel datasets which provide multi-person poses and motions along with text
descriptions. Given the difficulties of multi-person motion capture, our strat-
egy is instead to build upon recent advances for estimating pose and motions
from image and video sources. In particular, we leverage human pose estimation
methods BEV [62, 63] and TRACE [62] to extract multi-person static pose and
dynamic motion from large-scale image dataset LAION-400M [59] and video
dataset WebVid-10M [2]. This results in our LAION-Pose dataset with 8 mil-
lion (image, pose, text) tuples and our WebVid-Motion dataset with 3,500
(video, motion, text) tuples. Sample text descriptions span a diverse variety
of poses and motions that occur in open-domain images and videos.

To accommodate multiple data sources (single/multi subject, single/multi
frame), we represent all samples in a common format given by the SMPL [42]
parameters of each frame. Inspired by video generation architectures [21], our
multi-person motion network uses interleaved pose and motion transformer en-
coder layers [70]. Before each pose/motion layer, the temporal/subject dimension
of the sample is reshaped into the batch dimension. After each layer, the sample
is reshaped to its original format. Consequently, the pose and motion layers fo-
cus on generating plausible group poses for each frame, and temporal connection
among frames for each subject, respectively.

We adopt a denoising diffusion framework for motion modeling [20,69]. Our
proposed method uses a two-stage pipeline. The first stage model produces a
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single frame containing the poses of multiple people. This sample is used as a
condition for the second stage model, which will generate a motion sequence
that has the first-stage pose sample as the middle frame. Both stages use the
same text prompt for generation. This achieves the effect of generating a pose
and animating it over time. During sampling time, we also use pose and single-
person motion models as guidance terms to further boost the quality of the
multi-person motion results.

Models are evaluated in a decomposed manner by measuring the quality
of each multi-person frame and each single-person motion sequence. We train
feature extractors for pose and motion in the SMPL format with LAION-Pose
and HumanML3D [13] data following CLIP training [57].

Our main contributions can be summarized as follows:

– We present the first model to generate multi-person motion sequences given
open-domain textual prompts with an arbitrary number of subjects.

– We introduce LAION-Pose and WebVid-Motion, the first large-scale 3D
datasets of text-annotated multi-person poses/motions collected from in-
the-wild images and videos.

– We design a factorized method to evaluate our results in the absence of
ground-truth multi-person motion data by building contrastive encoder back-
bones for text and pose/motion, and demonstrate that our method outper-
forms existing methods qualitatively and quantitatively.

2 Related Works

Human Mesh Recovery. Human mesh recovery aims to jointly estimate 3D
human body poses and shapes from images or videos. Recent advancements
in body parametric models, such as SMPL [42], facilitate such development in
diverse human-centric tasks including 3D human body reconstruction [25], ani-
mation [81], and pose estimation [30,83]. A variety of works explore single-person
human body recovery from single images [12, 26, 30–33, 37, 40, 78, 79, 84, 87] and
videos [5, 8, 27, 29, 38, 64, 75, 83], as well as multi-person mesh recovery scenar-
ios [6,10,28,56,58,61–63,80,85]. In particular, ROMP [61] regresses multiple 3D
meshes along with the horizontal/vertical locations and a rough depth estimate
from a single image. BEV [63] improves upon ROMP by enabling more pre-
cise multi-person depth estimation. TRACE [62] extends the setup of BEV and
supports motion regression with frame-wise consistency from a dynamic camera
video. Our paper builds upon 3D human body models and estimation tools to
recover multi-person mesh poses from large-scale image and video datasets.
Conditional Motion Generation. Generating realistic 3D human motions
with conditional signals is an active research area. Reference motions can be used
as conditions to predict future motions [3,11,19,46,74], intermediate motions [9,
17,18], and motion variations [35]. Motion generation can also be conditioned by
action class [52], audio [49,50], music [34,43,91], and natural language, which is
the focus of this work. Text-conditioned motion generation can be accomplished
by a joint embedding of language and pose [68], VAE structure [13,53,77,86], or
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VQ-VAE [14,23,88]. Several recent works apply diffusion models [20] for text-to-
motion generation [4, 69, 82, 89]. We build upon the MDM [69] framework that
uses transformer encoders and extend the architecture to accommodate the joint
training scenario with more than one subject.
Multi-person Motion Generation. Despite the success of single-person mo-
tion models, generating group motions of more than one person remains challeng-
ing. One direction of research explores multi-subject motion prediction based on
past 3D skeletons [15,44,67,72]. In the area of text-driven multi-person motion,
ComMDM [60] proposed to use a generative prior coupled with a streamlined
communication block to facilitate coordinated interaction. RIG [66] attempts
to recover 3D interaction motions from a noisy depth dataset [41] and trans-
lates the motion labels into sentences. InterGen [39] introduces two collabora-
tive transformer-based denoisers with a mutual attention mechanism. InterCon-
trol [73] enables flexible spatial control over each joint to generate plausible in-
teractions. These works focus predominantly on interactions involving only two
individuals and are often incompatible with open domain text prompts. Our
model generates multi-person motion directly from textual descriptions for one,
two, and more than two people, while also exhibiting flexible text generalization
abilities learned from in-the-wild datasets.
Human Motion Datasets. Datasets play a crucial role in propelling motion
generation research forward. Action label datasets [41, 55] and text annotation
datasets [13,54] support the advancement of single-person motion generation [4].
However, models trained with single-motion datasets will have difficulty gener-
alizing to group motions. Meanwhile, various multi-person motion datasets have
been developed including 4DAssociation [90], UMPM [1], 3DPW [71], MuPoTS-
3D [47], ExPI [15], CMU-Panoptic [24], You2Me [51]. Among these datasets,
only 3DPW is compatible with the SMPL format which is a common starting
point of current motion generation models. ComMDM [60] contributed textual
annotations to 3DPW, but the resulting dataset contains only 27 two-person
motion sequences. InterHuman [39] is a recently introduced dataset with diverse
multi-person motions with textual annotations. However, it remains constrained
to interactions between two individuals. To the best of our knowledge, we con-
tribute the first large-scale datasets of text-annotated 3D poses and motions
with more than two people.

3 Dataset

To address the data scarcity problem in multi-person domain, we introduce two
datasets: LAION-Pose and WebVid-Motion, containing (image, pose, text)
and (video, motion, text) tuples extracted from in-the-wild images and videos.
We present our data processing techniques of LAION-Pose in Sec. 3.1 and of
WebVid-Motion in Sec. 3.2. See Fig. 2 for selected examples.
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Fig. 2: Dataset visualizations. Top 2 rows: LAION-Pose dataset. Left is original image
from LAION-400M [59], right is BEV [63] detection. Bottom 2 rows: Webvid-Motion
dataset. Left is original video first frame from WebVid-10M [2], right is the motion
sequence estimated by TRACE [62] visualized from a different camera angle.

3.1 LAION-Pose

We apply BEV [63] to each image in LAION-400M. BEV estimates human global
translation, SMPL joint rotation, and SMPL shape information for an arbitrary
number of people in a monocular image. If BEV cannot detect a human occur-
rence in an image, the image sample is ignored. BEV often provides reasonable
mesh estimates for images with clearly visible poses. Nonetheless there are also
many circumstances where it does not produce satisfactory results. Subsequent
filtering steps are performed to retain predominantly BEV meshes that accu-
rately predict ground truth poses in an image. The filtering stages start with
coarse criteria and become progressively more fine.

– Person Detection. Detectron-2 [76] is used to identify whether people are
in an image. Samples without any positive detections are removed.

– Mesh Completion. We retain all meshes such that over 85% of the mesh
falls in the image frame and discard those predictions where human poses
are only partially contained within the image frame.

– Mesh De-duplication. BEV sometimes predict duplicate, overlaid meshes
from the monocular image perspective. Duplicates are detected by projecting
the mesh vertices to the image plane and measuring the overlap. One sample
in each pair with over 25% IoU overlap is discarded.

– Hand-Crafted Prompt Filter. We hand-craft a set of filtering prompts
such as “a DVD cover". We discard all image samples whose CLIP [57]
similarity with a filter prompt is higher than a threshold

– Few-Shot Filter. After the previous filtering steps, we manually annotate
1000 random data samples with binary labels indicating whether the BEV
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prediction were a visually acceptable match to the reference image. A logistic
regression classifier is then trained using the quality annotations and the
CLIP image features of the corresponding images. We set a threshold that
such that 90% of model selections in a validation set are annotated as high-
quality to ensure that mostly good samples are kept.

After data filtering, we are left with around 8 million (image, pose, text)
triplets which are the raw form of our dataset. The final dataset is created by
refining pose samples and generating more informative text captions.

– Vertical Height Adjustment. BEV faces inherently limitations when esti-
mating spatial relationships among multiple objects due to monocular ambi-
guity. In most cases, editing group poses so that all individuals have a consis-
tent vertical height preserves the essence of the pose description while mak-
ing group pose appearance more natural. A smaller dataset without height
adjustment is also kept to learn cases where relative heights are meaningful.

– Mesh Separation. We correct mesh overlap by optimizing each pair of
SMPL parameters to minimize a mesh collision loss. We compute the degree
of overlap between each pair as the sum of SDF (signed distance function)
from all vertices in the first mesh to the second mesh, and then run gradient
descent to back-propagate through the SMPL layers to optimize for a fixed
number of 25 steps. The resulting meshes have no or very little overlap.

– InstructBLIP Captioning. LAION-400M [59] captions are not informa-
tive for pose and motion modeling because they almost always focus on ap-
pearance, style, or factual metadata of the image instead of human actions.
We use InstructBLIP [7] instead as an image captioning tool. We prompt In-
structBLIP with the request “describe the person or group of people’s action
and body poses in the image”. This simple instruction yields robust captions
that are almost always more suitable pose and action descriptions than the
LAION-400M text captions.

3.2 WebVid-Motion

Person Detection. We first filter WebVid-10M [59] by applying Detectron-
2 [76] on the middle frame of each video, and only keep videos with at least two
detected humans. This works in most cases since WebVid-10M videos tend to
have limited camera movement and scene changes.
TRACE Estimation. Next, we apply TRACE [62] to filtered videos to predict
per frame global translation, joint rotation, and shape information for an arbi-
trary number of people in a single-view video with dynamic camera. We apply
a Gaussian filter with scale s = 1 to smooth out the motion jittering effects.
Motion Grouping. According to the temporal nature of video, there might be
multiple subjects appearing and disappearing through time, and there might be
multiple useful motion clips in one video sample. To obtain multi-person motion
samples from the raw TRACE outputs, we select all clips where at least two
people appear in the video simultaneously for at least 30 frames.
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Manual Selection. The data is manually inspected to select 3,500 samples
with the best fidelity and the most interesting group or interactive behavior.
Manual selection filters out motions with highly unrealistic translations due to
the ambiguity of monocular video, and removes duplicated and static motions.
InstructBLIP Captioning. Similar to the image case, we use InstructBLIP [7]
as a video captioning tool by instructing it to “describe the person or group of
people’s action and body poses in the image” for the middle frame of the video.

4 Model

Our goal is to generate high-quality multi-person motion sequences given a tex-
tual description. We leverage a transformer architecture made of interleaved pose
and motion layers that facilitate plausible frame-wise poses and temporal move-
ments, respectively. Sec. 4.1 introduces the representation we use for pose and
motion. Sec. 4.2 describe the design of our motion and pose layers as well as
the two-stage joint training architecture. Sec. 4.3 presents our sampling strategy
with specific guidance term. The model overview is shown in Fig. 3.

Fig. 3: Our model is a diffusion framework consisting of interleaving pose and motion
layers. At each pose/motion layer, we reshape the temporal/subject dimension into
the batch dimension so that the layer focuses on generating per frame subject interac-
tion and per-subject temporal movements respectively. Each layer is implemented as a
transformer encoder. Diffusion time steps and text or pose conditions are encoded and
summed up as a condition token concatenated to the beginning of the sequence.

4.1 Motion Representation

We base our motion representation on the widely used SMPL [42] format, which
describe the human body in 24× 3 SMPL θ parameters for pose and 11 SMPL
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β parameters for motion. For training stability, we follow common practice and
turn the axis angle rotation vectors into 6D representation, and add in a global
translation t ∈ R3 to model movements and spatial relationship among multiple
subjects. A single person pose y ∈ R158 is defined to be the concatenation of
β ∈ R11, θ ∈ R24×6 and t ∈ R3. A multi-person motion is defined as a set of poses
x = {yn,f}N F

n=1f=1 where F ≥ 1 and N ≥ 1 are the number of frames and people
that comprise the motion. In practice, differences in motion lengths/number
of poses are handled by padding to a maximum number of frames/poses and
masking attention for pad tokens. Special cases include F = 1, which corresponds
to a multiple poses over a single frame, and N = 1, which corresponds to single-
person motion.

Note that we refrain from using the popular HumanML3D [13] format for two
reasons. First, it contains velocity which is meaningless for pose data and thus not
adaptable to our joint training strategy. Second, it canonicalizes joint positions
and velocities to the root frame, and thus lose spatial interaction information
for multi-person scenarios (as also mentioned in [39]).

4.2 Training

Diffusion Model Objective. Denoising diffusion probabilistic [20] models are a
class of generative models that aim to approximate a data distribution through a
progressive denoising process. Our forward diffusion procedure can be modeled
as a Markov noising process, {x1:N,1:F

t }Tt=0 where t is the diffusion time step,
x1:N,1:F
0 is drawn from the training data distribution, and

q
(
x1:N,1:F
t | x1:N,1:F

t−1

)
= N

(√
αtx

1:N.1:F
t−1 , (1− αt) I

)
where αt ∈ (0, 1) are constants. Our motion generation model is defined as
learning the reverse process of the Markov Chain, gradually cleaning up xT to
get p (x0 | c) with condition c. Following MDM [69], we design our model to
predict the original signal x0 instead of noise ϵ0 with the simple loss in [20]:

L = Ex0∼q(x0|c),t∼[1,T ],xt∼qt(xt|x0,c)

[
∥x0 −G (xt, t, c)∥22

]
where G is the motion generation model described in the next section and qt
give the forward process condition distributions. During training we randomly
mask out the textual condition by setting the textual embedding to zero for 10%
of samples to enable classifier-free guidance at inference time.
Pose and Motion Layers. The components of our model follow designs pro-
posed by MDM [69]. Each layer is implemented in a straightforward trans-
former [70] encoder architecture. The transformer layer can used masked at-
tention to remove the influence of padded tokens and thus can handle motions
of arbitrary lengths or with arbitrary number of subjects. Pose layers are applied
frame-wise, learning relations between poses and locations of multiple subjects
for each single frame. Motion layers are applied subject-wise, learning plausible
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temporal movement of each person. We project the noise time-step t and the
CLIP [57] embedding of text to the transformer dimension by separate feed-
forward networks, then sum them up to yield the condition token. The token is
then appended to the start of each sequence.
Joint Architecture. Our joint training architecture (Fig. 3 right) uses pairs
of pose and motion layers. We start with data padded to the shape B × F ×
N × C where B is the batch size, F is the maximum number of frames, N is
the maximum number of subjects, and C = 158 is the pose channel. We apply a
linear layer that projects the data into a high dimension (C ′ = 512). The batch
data then goes through each of the pose and motion layers in order. Note that
we only apply text condition to pose layers so that single-frame and multi-frame
samples have a consistent text conditioning mechanism.

Before entering a pose layer, we reshape the temporal dimension into the
batch dimension so that the data shape becomes (B × F ) ×N × C ′. We apply
pose layer to the subject (N) dimension so that it is able to learn the per-frame
interaction among multiple subjects. Similarly, before entering a motion layer,
we reshape the subject dimension into the batch dimension so that the data
shape becomes (B ×N) × F × C ′. We apply motion layer to the temporal (F )
dimension so that it learns the per-subject movements through time. After each
transformer encoder layer, we discard the first output token which corresponds
to the conditional signal, and feed the rest into the next layer with corresponding
reshaping. After the last layer, we reshape back to B × F ×N ×C ′ and project
back to the pose dimension C with a linear layer. For simplicity, we omit the
additional condition token in the above discussion of reshaping.

Our joint architecture takes both text and a reference pose frame as con-
ditions. The reference pose represents the middle frame of the sequence being
generated and the joint model is intended to extend the reference frame forward
and backward in time. The pose conditioning is implemented in an analogous
way to the text conditioning of pose layers. The reference pose is concatenated
with the positional embedding of the middle frame, fed through an MLP, and
added to a separate copy of the timestep embedding vector. This embedding is
appended as the first token before motion layers.
Two Stage Training. We train the model in a two-stage manner. First, we
train a text-to-pose model with only single-frame multi-person pose data. This
model follows the structure of MDM, except for lack of positional encoding.
After training, the model can generate single frame pose samples which will be
animated over time. The multi-person motion model is initialized by inserting
a motion layer after each pose layer and freezing the pose layers. It takes both
text and the the middle frame of data motions as conditions during training.
Single-frame inputs are assigned a null pose condition, so that the new motion
layers can still learn from single-frame samples. Our approach is inspired by
similar techniques in the video generation literature such as AnimateDiff [16]
which insert new temporal layers between frozen spatial layers to preserve certain
behaviors of the spatial layers over time. In our case, the we want to preserve
the flexible text conditioning learned from our large-scale pose dataset.



10 Shan et al.

4.3 Sampling

Diffusion Model Sampling. We sample from our model in an iterative manner
following DDPM [20]. Given a time step t at sampling time, we predict the
starting data x̂0 = G (xt, t, c) and noise it back to xt−1. We repeat this process
until we reach t = 0 from t = T . Classifier-free guidance is used to encourage
better text alignment by modifying model predictions with a guidance scale
s > 1 according to Gs (xt, t, c) = G (xt, t, ∅) + s · (G (xt, t, c)−G (xt, t, ∅)).
Two Stage Sampling. At inference time, we draw samples from our model
in two stages. A single-frame multi-person sample is drawn from our pose-only
model given a text prompt. The text prompt and the single-frame pose are then
used to generate a multi-person motion where the single-frame pose condition
condition serves as the center motion frame.
Pose/Motion Guidance. We additionally leverage separate text-to-pose and
text-to-single-person motion models as guidance terms for our multi-person gen-
eration. It is relatively straightforward to train single-frame or single-person
models with high-quality results, and we may push our multi-person motion
generations towards them frame-wise and/or subject-wise. With scale sp ≥ 0
and sm ≥ 0 for pose and motion models, the guided model can be expressed as

Gsp,sm(xt, t, c) = (1− sp − sm) ·G(xt, t, c) + sp ·Gp(xt, t, c) + sm ·Gm(xt, c)

where sp + sm ≤ 1 and Gp, Gm are separate text-to-pose and unconditional
single-person motion generators, with frame/subject dimensions put along the
batch dimension for pose/motion models respectively. We can easily control the
scales to make the results better in motion quality (higher sm), or better in
subject interaction (higher sp).

5 Experiments

5.1 Dataset

We use five datasets in our joint training: one pose and four motion datasets.
All samples are shifted by a global translation such that the average global
coordinate of each person in the horizontal plane is the origin for the center
motion frame. Samples are augmented by randomly rotating the group motions
around the vertical axis passing through the origin.
LAION-Pose (Sec. 3.1) has 8 million pairs of multi-person poses and texts.
WebVid-Motion (Sec. 3.2) has 3,500 pairs of multi-person motions and texts.
HumanML3D [13] is the most widely used text-motion dataset containing
14,616 single-person motions. We discard the HumanAct12 subset and use it in
the original AMASS [45] SMPL [42] format as explained in Sec. 4.1.
HumanML3D-Comp is a synthetic dataset that we compose by arbitrarily
selecting 2 to 6 motion sequences from HumanML3D and putting them together
in a 3D space with randomly initialized starting translation. Generated samples
are checked to ensure there is no geometric collision in meshes between subjects.



Towards Open Domain Text-Driven Synthesis of Multi-Person Motions 11

Since there is no text describing the resulting group motion, they are paired with
empty text as unconditional multi-person motion samples.
InterHuman [39] is a two-subject interactive motion dataset with a diverse
range of around 8,000 text-annotated motions.

5.2 Implementation Details

Our model is trained with maximum 61 frames and 10 subjects. The dataset is
an amalgamation of the data sources with a split ratio (LP 50%, WVM 10%,
HML 15%, HML-C 10%, IH 15%). First stage training uses a random data frame
while second stage training uses up to 61 frames from a motion sequence. Longer
sequences are randomly truncated. Each pose and motion layer is implemented
as a transformer encoder layer with latent dimension of 512. The first stage
model consists of 8 pose layers and the second stage model consists of 8 pairs of
pose and motion layers. The input and output projectors are linear layers. The
first stage model is trained on 4 GPUs for 500k steps over 1 day and the second
stage model is trained on 8 A100 GPUs for 250K steps over 2 days.

5.3 Evaluation Setting

Number of Poses Determination. We use language model Mistral [22] to
decide the number of subjects from a given textual description by asking it “how
many subjects appear in this description”.
Decomposed Evaluation. Existing motion generation models typically eval-
uate their results with the text-motion shared embedding and metrics proposed
by [13]. See the supplementary material for a description of each metric. In the
shortage of ground truth data for training a multi-person motion encoder, we
choose to implement a decomposed evaluation mechanism. Specifically, we eval-
uate our generative metrics on each single frame’s multi-person pose result as
well as each single subject’s single-person motion result. We train two feature en-
coders with (text, pose) pairs from LAION-Pose and (text, motion) pairs
from HumanML3D in the original SMPL format following CLIP [57] training.
In practice, to speed up the evaluation we only calculate pose metrics on sparse
frames that are separated by 14 frames, yielding 5 evaluation points that are the
first, last, and middle quarters of the frame sequence.

We use a withheld validation set of LAION-Pose samples for pose metric
and as evaluation prompts covering a wide range of natural descriptions. R-
Precision and Similarity are not applicable for motions generated from LAION-
Pose prompts because the motion encoder trained with HumanML3D is not
compatible with LAION-Pose prompts. Instead, we primarily focus on motion
FID calculated using HumanML3D reference motions. This serves as a rough
measure of motion realism that describes how well the distribution of generated
motions match the distribution of ground truth single-person motions.
Baselines. To our knowledge, there is no existing work that generates motion
with an arbitrary number of subjects to compare with. As naive baselines, we
use Pose-Only models which lack temporal connections or Motion-Only model
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which lack pose connections. The baselines both provide evidence of importance
of joint modeling as well as provide rough upper bounds for the quality metrics
that are achievable for frame-wise and person-wise generation in our setup. In
partciular, our Pose-Only baseline takes a sample from our first stage model and
keeps the pose static throughout the whole sequence. As a Motion-Only baseline,
we fix the middle frame as the pose result from the first stage, and animate each
single subject independently with a model containing only motion layers. We
additionally experiment with sampling two subjects motion to compare with
two-person motion baselines RIG [65], InterGen [39] and ComMDM [60].

5.4 Qualitative Evaluation

Fig. 4: Qualitative result for text-to-pose generation.

Pose Generation. Our first stage text-to-pose model can generate diverse, re-
alistic human poses given text prompts shown in Fig. 4. Note that it works well
on group prompts out of the distribution of existing motion datasets. Our high
quality pose generation module paves the first step for a successful motion gener-
ation and pose animation model by providing the fixed middle frame, condition
for motion layers, and optionally additional sampling guidance.
Motion Generation. In Fig. 5, we visualize a few motion sequences our model
generates with the given text prompt. Results show that our model is able to
generate high quality motion and interaction for various number of subjects
given a wide variety of prompts. In Fig. 6 we compare our model with baseline
results by restricting the sampling subjects to two. For two-person motion, we are
able to generate much more realistic motion than RIG [65] and ComMDM [60],
as we take advantage of multi-person pose and motion data in our training
instead relying heavily on single-person priors and adding interactive terms.
Our model also works with more diverse prompts than InterGen [39], benefiting
from our joint training strategy that enables training with both high-quality
studio captured data as well as in-the-wild motion regression data. Readers are
encouraged to view the supplementary videos for the animated results.
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Fig. 5: Qualitative results for text-to-motion generation.

Fig. 6: Qualitative comparison with 2-person motion generation baselines.

5.5 Quantitative Evaluation

Tab. 1 shows our quantitative results comparing with the naive Pose-Only and
Motion-Only baselines for single-person motion and multi-person pose. Results
present the Pose-Only and Motion-Only results as the upper bounds of perfor-
mance when solely focusing on per-frame pose quality and per-subject motion
quality. Our joint training solution makes a balance between these two extremes,
which is able to maintain per frame pose interaction plausibility while adding
temporal smoothness throughout the sequences.

Table 1: Quantitative metrics comparing our multi-person results with naive baselines.
Metrics for real data are evaluated with LAION-Pose and HumanML3D.

Methods P-R-Precision ↑ P-FID ↓ P-Sim ↑ P-Div → P-MM ↑ M-FID ↓ M-Div → M-MM ↑Top-1 Top-2 Top-3

Data 0.621 0.737 0.819 0.000 0.378 1.366 - 0.000 1.342 -

Pose-Only 0.678 0.822 0.885 0.077 0.371 1.368 0.903 0.976 1.006 0.667
Motion-Only 0.202 0.307 0.380 0.317 0.157 1.200 0.837 0.613 1.274 0.894

Ours 0.539 0.704 0.776 0.229 0.304 1.329 0.894 0.684 1.220 0.833
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Tab. 2 illustrates how our model, when restricted to only two-person mo-
tion generation, is able to produce higher-quality 2-person motion results than
baselines when conditioned with open-domain text prompts. This is mainly be-
cause of the limited distribution of prompts baselines are trained on, and their
poor ability to generalize to more in-the-wild textual descriptions that are not
constrained by the motion capture studio context.

Table 2: Quantitative metrics comparing our 2-person results with baselines. The pose
and motion metrics for real data are evaluated with LAION-Pose and InterHuman [39].

Methods P-R-Precision ↑ P-FID ↓ P-Sim ↑ P-Div → P-MM ↑ M-FID ↓ M-Div → M-MM ↑Top-1 Top-2 Top-3

Data (2) 0.599 0.722 0.783 0.000 0.378 1.308 - 0.204 1.218 -

Pose-only (2) 0.567 0.754 0.831 0.106 0.382 1.300 0.894 0.953 1.149 0.680
Motion-Only (2) 0.162 0.260 0.339 0.520 0.191 1.164 0.602 0.558 1.270 0.811

InterGen [39] 0.073 0.126 0.176 1.038 0.113 0.880 0.643 0.734 1.190 0.778
RIG [65] 0.037 0.072 0.103 1.376 0.061 0.639 0.501 0.925 1.078 0.596
ComMDM [60] 0.043 0.085 0.124 1.160 0.080 0.819 0.714 0.821 1.109 0.765

Ours (2) 0.323 0.480 0.591 0.435 0.271 1.329 0.856 0.667 1.213 0.803

5.6 Ablation Study

We present ablation studies in Tab. 3 to validate our multiple design choices.

Table 3: Ablation results for different design choices. Bold is the best score.

Experiments P-R-Precision ↑ P-FID ↓ P-Sim ↑ P-Div → P-MM ↑ M-FID ↓ M-Div → M-MM ↑Top-1 Top-2 Top-3

Data 0.621 0.737 0.819 0.000 0.378 1.366 - 0.002 1.342 -

A: One stage 0.386 0.536 0.638 0.407 0.238 1.298 0.802 0.671 1.182 0.745
B: w/o freeze pose 0.202 0.307 0.380 0.503 0.157 1.199 0.734 0.613 1.274 0.830
C: w/o WebVid 0.383 0.534 0.630 0.399 0.246 1.254 0.711 0.405 1.315 0.698
D: w/o motion text 0.313 0.451 0.542 0.368 0.213 1.264 0.749 0.632 1.289 0.804

Ours 0.539 0.704 0.776 0.229 0.304 1.329 0.894 0.684 1.220 0.833

Architecture. A one-stage model without pre-trained pose results as a condi-
tion (A) does not work as well as the two-stage counterpart, because a high-
quality pose model can provide strong condition signal to make each frame more
plausible. Not freezing the pre-trained pose layers in the joint training stage (B)
also does not perform as well, showing that motion data might interfere with the
high-quality pose representation learned by pose layers during the first stage.
Data. Training without WebVid-Motion data (C) shows a downgrade in text-
pose alignments, indicating that multi-person motion data helps improving inter-
action qualities. Removing all motion texts (D), essentially training the temporal
layers unconditionally, also decreases the alignment between pose and text.
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6 Conclusion

In this work, we propose the first open-domain text-driven multi-person motion
generation algorithm. We design a diffusion-based joint training mechanism with
interleaved pose and motions layers, which can utilize multiple data sources si-
multaneously. We demonstrate diverse and realistic motion generation results
qualitatively and quantitatively superior to baseline methods. We additionally
contribute two datasets LAION-Pose and WebVid-Motion, opening more possi-
bilities for future investigation in the field of multi-person motion generation.
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